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Abstract
One of the central problems in the representation theory of compact groups
concerns multiplicity, wherein an irreducible representation occurs more
than once in the decomposition of then-fold tensor product of irreducible
representations. The problem is that there are no operators arising from
the group itself whose eigenvalues can be used to label the equivalent
representations occurring in the decomposition.

In this paper we use invariant theory along with so-called generalized
Casimir operators to show how to resolve the multiplicity problem for theU(N)
groups. The starting point is to augment then-fold tensor product space with
the contragredient representation of interest and construct a subspace ofU(N)
invariants. The setting for this construction is a polynomial space embedded
in a Fock space of complex variables which carries all the irreducible
representations ofU(N) (or GLN(C)). The dimension of the invariant subspace
is equal to the multiplicity occurring in the tensor product decomposition.

Generalized Casimir operators are operators from the universal enveloping
algebra of outer productU(N) groups that commute with the diagonalU(N)
action and whose eigenvalues can be used to label the multiplicity. Using
the notion of dual representations we show how to rewrite the generalized
Casimir operators and prove that they act invariantly on the invariant subspace.
A complete set of commuting generalized Casimir operators can therefore be
used to construct eigenvectors that form an orthonormal basis in the invariant
subspace. Different sets of generalized commuting Casimir operators generate
different orthonormal bases in the invariant subspace; the overlaps between the
eigenvectors of different commuting sets of generalized Casimir operators are
called invariant coefficients. We show that Racah coefficients are special cases
of invariant coefficients in which the generalized Casimir operators have been
chosen with respect to a definite coupling scheme in the tensor product.

The paper concludes with an example of the threefold tensor product
of the eight-dimensional irreducible representation ofU(3) in which the
multiplicity of the chosen irreducible representation is 6. Eigenvectors in the
six-dimensional invariant subspace are computed for different sets of
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generalized Casimir operators and invariant coefficients, including Racah
coefficients.

PACS numbers: 02.20.−a, 02.30.−f

1. Introduction

The study of invariants under group actions on some space has long been of interest
from both a mathematical and a physical point of view. Our motivation for studying
invariants is related to computing Clebsch–Gordan coefficients, wherein the tensor product of
irreducible representations of a compact group is decomposed into a direct sum of irreducible
representations. If bases are chosen for the irreducible representation (abbreviated irrep)
spaces, Clebsch–Gordan coefficients are the overlap between the tensor product basis and
direct sum basis. One of the main difficulties in computing such coefficients revolves about
the multiplicity problem, when an irreducible representation occurs more than once in the
direct sum decomposition. The problem is that there are no operators from the group itself
whose eigenvalues can be used to break the multiplicity.

In this paper we will deal with the multiplicity problem forU(N) by studying the subspace
of invariants of the space ofr-fold tensor products ofU(N) irreps augmented by the contragre-
dient (or dual) representation of the representation of interest. Such a point of view makes use
of the fact that the multiplicity of a representationλ of U(N) in the tensor productλ1⊗· · ·⊗λr
is equal to the number of times the identity (or invariant) representation is contained in the
augmented tensor productλ1⊗· · ·⊗λr⊗λ

√
, whereλ

√
is the representation contragredient to

λ. The dimension of the invariant subspace is equal to the multiplicity. This suggests a way not
only of computing the multiplicity, but more importantly, of constructing an orthogonal basis
in the invariant subspace that labels the multiplicity. In previous papers we have defined gener-
alized Casimir operators that come from the universal enveloping algebra of the outer product
groupU(N) × · · · × U(N) and commute with the action of the diagonal subgroup. There
are of course a large number of different commuting generalized Casimir operators whose
eigenvalues can serve to label the multiplicity; the choice one makes depends on the way in
which multiplicity is to be dealt with. But we will show how to characterize the generalized
Casimir operators and give some examples that show the structure of such operators.

From this point of view Racah (or recoupling) coefficients are of particular interest, for
they are independent of the bases of the irrep spaces and depend only on the basis chosen for the
invariant subspace. Racah coefficients are usually defined by the ordering in which the irreps
in the tensor product are coupled together; ifλ1 is tensored withλ2, which is then tensored to
λ3, etc, a set of multiplicity labels results that differs from a different stepwise coupled set.
What is in effect being done is use the eigenvalues of the Casimir operators for irreps occurring
in λ1 ⊗λ2, (λ1 ⊗λ2)⊗λ3, etc to label the multiplicity. These Casimir operators are examples
of generalized Casimir operators and from our point of view only one of many choices that can
be made. Thus, we are generalizing the notion of Racah coefficients to include basis labels
in the invariant subspace arising from the eigenvalues of any set of commuting generalized
Casimir operators. We will call the overlap coefficients between different multiplicity labels
invariant coefficients and reserve the term Racah coefficient to mean multiplicity labels arising
from different stepwise coupling schemes. LetηA be one basis set andηB another. Then
invariant coefficients are defined as

〈ληA | ληB〉
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where|ληA〉 is a (normalized) basis element in the invariant subspace of the tensor product

spaceV λ1 ⊗ · · · ⊗ V λr ⊗ V λ
√

.
In this paper we restrict our attention to theU(N) groups, because, as will be shown,

they have a particularly simple invariant structure, which makes it possible to characterize the
invariant subspace in a simple fashion. The setting for analysing the invariant subspaces is a
Bargmann space of square integrable holomorphic entire functions. All basis elements will
be realized as polynomial functions in such spaces; in particular, basis states ofU(N) irreps
will be realized as polynomial functions, as will tensor products. In section 2 we introduce the
relevant Bargmann spaces and collect the various theorems needed to characterize invariant
subspaces. Having defined the invariant subspaces, in section 3 we proceed to analyse the
structure of these spaces and show how to construct bases from eigenvectors of generalized
Casimir operators. If the generalized Casimir operators are chosen to give a Gelfand–Cetlin
tableau, we show how to construct the corresponding Gelfand–Cetlin basis element.

To conclude, in section 4 we present several examples of bases for the invariant spaces
and calculate some illustrative invariant coefficients. In particular, we show how to obtain
bases that are labelled by representations of the symmetric group onr letters, in the case when
the tensor product is over the same representation.

The analysis of tensor product decompositions of compact groups, especially theU(N)
groups, has a long history and a number of different methods have been employed to deal with
the multiplicity problem. In [1] we have shown how to deal with the multiplicity problem
for the SU(N) groups, but the invariant theory is considerably more complicated, involving
minors of determinants, and thus is not as computationally effective as the methods discussed
here which generalize the ones considered in [2].

2. U(N) representation theory

Let C
n×N denote the vector space of alln × N complex matrices. IfZ = (Zij ) is an

element ofCn×N , let Z∗ denote its complex conjugate and writeZij = Xij +
√−1 Yij ;

1 � i � n,1 � j � N . If dXij (resp. dYij ) denotes Lebesgue measure onR, we let dZ
denote the Lebesgue product measure onR

2nN . Define a Gaussian measure dµ onC
n×N by

dµ(Z) = π−nN exp[−Tr(ZZ†)] dZ (2.1)

where Tr denotes the trace of a matrix andZ† is the transpose ofZ∗.
A functionf : C

n×N → C is holomorphic square integrable if it is holomorphic on the
entire domainCn×N , and if∫

C
n×N

|f (Z)|2 dµ(Z) <∞. (2.2)

Clearly, the holomorphic square-integrable functions form a Hilbert space, theBargmann–
Segal–Fock space, with respect to the inner product

〈f1 | f2〉 =
∫

C
n×N
f1(Z)f2(Z) dµ(Z). (2.3)

LetF ≡ F(Cn×N) denote this Hilbert space. From [2] this inner product also can be defined
by the following formula:

〈f1 | f2〉 = f ∗
1 (D)f2(Z)|Z=0. (2.4)

Thus, iff ∈ F(Cn×N) thenf (Z) = ∑∞
|(α)|=0C(α)Z

(α), where(α) = (α11, . . . , αnN ), is an

n × N-tuple of integers�0, |(α)| = α11 + · · · + αnN,C(α) ∈ C andZ(α) = Zα11
11 · · ·ZαnNnN .
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Moreover,Cα must satisfy
∑∞

|(α)|=0(α)!|C(α)|2 < ∞, where(α)! = α11! . . . αnN !. For

f ∈ F(Cn×N) definef ∗ by

f ∗(Z) =
∞∑

|(α)|=0

C̄(α)Z
(α). (2.5)

Then f ∗(D) is the differential operator obtained by formally replacingZγj by the partial
derivative∂/∂zγj (1 � γ � n,1 � j � N). If f ∈ F(Cn×N) then obviously(f ∗)∗ = f and
f ∗ ∈ F(Cn×N). Moreover, for allf1, f2 ∈ F(Cn×N)
〈
f ∗

1 , f
∗
2

〉 = f1(D)f
∗
2 (Z)|Z=0 =

∞∑
|(α)|=0

(α)!C1
(α)C̄

2
(α) = 〈f1, f2〉 = 〈f2, f1〉. (2.6)

Therefore,‖f ∗‖ = ‖f ‖ for all f ∈ F(Cn×N). If P(Cn×N) denotes the subspace ofF(Cn×N)
of all polynomial functions inZ, thenP(Cn×N) is dense inF(Cn×N). It follows from Weyl’s
‘unitarian trick’ that the representationR of U(N) onF defined by

(R(g)f )(Z) = f (Zg) g ∈ U(N) (2.7)

is unitary.
Irreducible representations ofU(N) are realized on subspaces ofF defined by

V (M) :=
{
f ∈ F(Cn×N), f (bZ) = π(M)(b)f (Z)

}
(2.8)

whereb ∈ BN , the subgroup ofGLN(C) of lower triangular matrices, andπ(M)(b) ∈ C is a
representation ofB defined by

π(M)(b) := d(M1)
1 · · · dMnn (2.9)

where
(
d1
. . . dn

)
is an element of the diagonal subgroup ofB andM1, . . . ,Mn satisfy the

dominant condition,M1 � · · · �Mn, n � N .
The r-fold tensor products of irreps ofU(N) are also subspaces of an appropriateF;

define

H(m) = V (m1) ⊗ · · · ⊗ V (mr) (2.10)

the subspace ofF(Cp×N), as

H(m) =
{
f ∈ F(Cp×N) | f (βZ) = π(m)(β)f (Z) = π(m1)(β1) · · ·π(mr )(br)f (Z)

}
(2.11)

wherep = ∑r
i=1pi andβ is an element of the product Borel group,

β =



b1 0

. . .

0 br


 (2.12)

with bi ∈ Bpi , thepi × pi lower triangular matrix. It follows that the outer product group
U(N)×· · · ×U(N), consisting of elements(g1, . . . , gr ), gi ∈ U(N), is irreducible onH(m),
with irrep

(
R(g1,...,gr )f

)Z1
...

Zr


 = f


Z1g1

...

Zrgr


 f ∈ H(m). (2.13)

(m) := (m11 . . . m1p1,m21 . . . m2p2, . . . ,mrpr ), that is, all the zeros in (mi) have been deleted.
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If the elements ofU(N)×· · ·×U(N)are restricted to the diagonal subgroup of all elements
(g, g, . . . , g), g ∈ U(N), which is identified withU(N), the representationR(g,g,...,g) of U(N)
onH(m) becomes reducible and decomposes into a direct sum of irreducible representations
of U(N), with multiplicity µ(M):

H(m) =
∑
µ

⊕µ(M)V (M). (2.14)

Rather than decomposingH(m) directly the strategy in this paper is to adjoin the contragredient
representation of (M), denoted by(M)

√
to H(m) and find the invariant subspace of

H(m)⊗V (M)
√

, that is, the space of identity representations ofU(N). This is possible since the

multiplicity µ(M) is equal to the dimension of theU(N)-invariant subspace ofH(m) ⊗ V (M)
√

(see [1]). The appendix shows that the contragredient representation—defined with respect
to linear functionals of the representation spaceV (M)—can be written in the following way;
consider the irrep space defined in equation (2.3) and set

(R
√
(g)f )(Z) = f (Zg

√
) f ∈ V (µ) g ∈ GLN(C) g

√
:= (g−1)T . (2.15)

ThenR
√
(g) is equivalent to the contragredient representation.

Now letGL(N,C)× · · · ×GL(N,C)︸ ︷︷ ︸
r

×GL(N,C) act onH(m) ⊗ V (M)
√

via the outer

tensor product. If the signature (M) is (M1, . . . ,Mq,0, . . . ,0)︸ ︷︷ ︸
N

, set

n = p + q Z =

Z1
...

Zr


 ∈ C

p×N

andW ∈ C
q×N , then the inner (or Kronecker) tensor product representation ofGLN(C) on

H(m) ⊗ V (M)
√

can be defined as[
R(m) ⊗ V (M)

√
(g)f

]([
Z

W

])
= f

([
Zg

Wg
√
])

(2.16)

for all f ∈ H(m)⊗ V (M)
√

⊂ F(Cn×N) andg ∈ GLN(C). Then the restriction ofR(m)⊗(M)
√

to U(N) is unitary.
In general,GLN(C) acts onP(Cn×N) ⊂ F(Cn×N) via the representation

[R(g)f ]

([
Z

W

])
= f

([
Zg

Wg
√
])

∀f ∈ P(Cn×N). (2.17)

Then it follows from [3] that the ring of all polynomials in
[
Z

W

]
, which are invariant under

this action, is generated by the constants and thepq algebraically independent polynomials
Paα defined by

Paα

([
Z

W

])
= (ZWT )aα =

N∑
i=1

ZaiWαi 1 � a � p 1 � α � q. (2.18)

SetXaα = Paα
([

Z

W

])
and letX denote thep × q matrix with entriesXaα. If J denotes the

ring of allGLN(C)-invariants, it follows that an element ofJ is a polynomial in the variable
X, i.e.,f ∈ J if and only if

f

([
Z

W

])
= ϕf (X) X = ZWT
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for some polynomialϕf ∈ P(Cp×q ). Note that by constructionq � min(p,N), and by
abuse of language if(M) = (M1, . . . ,Mq,0, . . . ,0)︸ ︷︷ ︸

p

let (M)p (or simply (M) if there is no

possible confusion) denote the signature of the equivalent class of irreducible representations
of GLp(C) with highest weight(M1, . . . ,Mq,0, . . . ,0)︸ ︷︷ ︸

p

. Let W(M)p denote the vector space

of all polynomial functionϕ in X which also satisfy the covariant condition

ϕ(XbT ) = π(M)(b)ϕ(X) ∀b ∈ Bq. (2.19)

Define the representationL(M)p of GLp(C) onP(Cp×q) by the equation

L(M)p(γ )ϕ(X) = ϕ(γ T X) γ ∈ GLp(C). (2.20)

Then the Borel–Weil theorem together with Weyl’s ‘unitarian trick’ imply that the
representationL(M)p is irreducible with signature (M)p and its restriction toU(p) is an
irreducible unitary representation of the same signature.

Theorem 2.1. If J (m)⊗(M)
√

denotes the subspace of all GLN(C) invariant polynomials in

H(m)⊗(M)
√

then every element f in J (m)⊗(M)
√

can be uniquely identified with an element ϕf

in W(M)p which also satisfies the covariant condition:

L(M)p(βT )ϕf = π(m)(β)ϕf
where β and π(m)(β) are defined by equations (2.11) and (2.12). In other words the ϕf ’s
constitute the subspace (W(M)p ;π(m)) of W(M)p of all highest weight vectors of the restriction

L(M)p |GLp1(C)× · · · ×GLpr (C).

Proof. Let f ∈ J (M)⊗(M)
√

then there corresponds uniquely a functionϕf ∈ P(Cp×q ) such
that

f

([
Z

W

])
= ϕf (X) X = ZWT .

The condition

f

([
Ip 0
0 b

] [
Z

W

])
= π(M)(b)f

([
Z

W

])
for b ∈ Bq implies that

ϕf (Xb
T ) = ϕf (ZWT bT ) = ϕf (Z(bW)T ) = f

([
Z

bW

])

= π(M)(b)f
([
Z

W

])
= π(M)(b)ϕf (X)

which means thatϕf ∈ W(M)p . The condition

f

(
p

q

[
β | 0

−− | −−
0 | Iq

] [
Z

W

])
= π(M)(β)f

([
Z

W

])
implies that

L(M)p(βT )ϕf (X) = ϕf (βX) = f
([
β 0
0 Iq

] [
Z

W

])

= π(M)(β)f
([
Z

W

])
= π(M)(β)ϕf (X). (2.21)
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Thus, if we regardW(M)p as aGLp1(C)×· · ·×GLpr (C)-module the condition (2.21) implies
thatϕf is a highest weight vector ofL(Mp)|GLp1(C)×···×GLpr (C). �

Corollary 2.2. LetG = U(N) and let
(
R(M),V(M)

)
denote the irreducible unitary G-module

with signature (M) = (M1, . . . ,Mq,0, . . . ,0)︸ ︷︷ ︸
N

. Then the multiplicity ofR(M) in H(m) is equal

to the dimension of the subspace (W(M)p ;π(m)) defined in theorem 2.1.

Proof. From theorem 2.1 of [1] this multiplicity is equal to the dimension ofJ (m)⊗(M)
√

and
this vector space is isomorphic to(W(M)p ;π(m)) by theorem 2.1, and the corollary follows
immediately from this. �

Remark 2.3. The condition (2.21) can be broken into two parts: ifβ is unipotent

then L(M)p(βT )ϕf = ϕf , and if β is a diagonal matrix

(
d1
.
.
.

dp

)
then L(M)p(d)ϕf =

d
m1,p1
1 . . . d

mr ,pr
p ϕf . This means thatϕf are weight vectors of

(
W(M)p

)
. Now the Gelfand–

Cetlin tableaux provide a set of labels that can be used to get the dimension of the subspace of
(W(M)p) with a definite weight. It follows that a bound on the dimension of(W(M)p ;π(m)) is
given by the number of Gelfand–Cetlin tableaux associated with irreducible representations
of GLp(C) of signature(M)p and with weight(m). A special case occurs whenH(m) is
an r-fold tensor product of ‘symmetric’ representations. (A representation ofGLN(C) is
calledsymmetric if its signature is of the form(m,0, . . . ,0)︸ ︷︷ ︸

N

, so-called because it is the space

of symmetric tensors that occurs in them-fold tensor product of the vector representation
(1,0, . . . ,0)︸ ︷︷ ︸

N

in the Schur–Weyl duality theorem, see [3, theorem 4AD]. In this special case

r = p and the elementsβ are reduced to the diagonal elementsd. Thus we have also proven
the following:

Corollary 2.4. If H(m) is a p-fold tensor product of symmetric representations of GLN(C)

then J (m)⊗(M)
√

admits an orthogonal basis {fξ } where fξ corresponds to a Gelfand–Cetlin
basis element ϕξ of P(Cp×q ), and ξ ranges over all Gelfand–Cetlin tableaux of (M)p with
weight (m), i.e.,

fξ

([
Z

W

])
= ϕξ (ZWT ).

To explicitly construct a basis ofJ (m)⊗(M)
√

we construct a basis of
(
W(M)p;π(m)). For this

let {Lαγ } denote the basis of the infinitesimal operators of the left representation ofGLp(C)

onF(Cp×q ) given byL(h)ϕ(X) = ϕ(hT X). Then

Lαγ =
q∑
i=1

Xαi
∂

∂Xγ i
1 � α, γ � p (2.22)

and theLαγ generate a Lie algebra isomorphic toGlp(C). Moreover,L†
αγ = Lγα , and the

Lαγ with α < γ areraising operators while theLαγ with α > γ arelowering operators.
If ϕ is a weight vector of

(
W(M)p

)
of weight(m) then

L(d)ϕ(X) = ϕ(dX) = dm1
11 . . . d

mp
pp ϕ(X) ∀d ∈ Dp.
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It follows that

(Lααϕ)(X) = d

dt
(L(expteαα)ϕ)(X)|t=0

= d

dt
ϕ







1

. . . |
|
|

− − − expt
|
|

. . .

| 1



X




∣∣∣∣∣∣∣∣∣∣∣∣∣
t=0

= d

dt
(emαtϕ(X))|t=0 = mαϕ(X). (2.23)

Using the fact that

[Lµν,Lαβ ] = δναLµβ − δµβLαν 1 � α, β,µ, ν � p (2.24)

we have forα �= β
Lαα(Lαβϕ) = [Lαα,Lαβ ]ϕ + Lαβ(Lααϕ) = Lαβϕ +mαLαβϕ = (1 +mα)Lαβϕ (2.25)

that is,Lαβ raises the power ofdαα by one, and

Lββ(Lαβϕ) = [Lββ,Lαβ ]ϕ +Lαβ(Lββϕ) = −Lαβϕ +mβLαβϕ = (−1 +mβ)Lαβϕ (2.26)

that is,Lαβ lowers the power ofdαβ by one. It follows immediately that

L(d)(Lαβϕ) = dm1
11 . . . d

mα+1
αα . . . d

mβ−1
ββ ϕ (2.27)

that is,Lαβϕ is also a weight vector of weight(m1, . . . ,mα +1, . . . ,mβ−1, . . . ,mp) if α < β
and(m1, . . . ,mβ − 1, . . . ,mα + 1, . . . ,mp) if α > β. And in our ordering of the weights
this justifies the claim thatLαβ is a lowering operator ifα > β and is a raising operator if
α < β. Amongst these infinitesimal operators we have the particular operatorsLαpβp , where
p = p1, . . . , pr , which correspond to the infinitesimal operators of theGLpi (C) subgroup
actions, 1� i � r. Thus, the conditionL(M)p(βT )ϕ = ϕ, ϕ ∈ V (M)p , β unipotent, is
equivalent to the condition

Lαpβpϕ = 0 ∀αp < βp p = p1, . . . , pr . (2.27)

By exploiting the weight changing properties of theLαβ we construct a set of operators{7̃ν},
whereν ranges from 1 to the number of Gelfand–Cetlin tableaux associated with(M)p of
weight(m). Each operator̃7ν is a product of lowering operatorsLαβ , α < β. By applying

7̃ν to the highest weight vectorϕ
(M)p
max in W(M)p , where

ϕ(M)max(X) = 81(X)
M1−M2 · · ·8qXMq (2.28)

and the8 are principal minors, we mapϕ(M)max into

P(Cp×q)(m) =
{
p ∈ C

p×q : p(dX) = π(m)(d)p(X),∀d ∈ Dp
}
. (2.29)

The systematic procedure for doing this, which can be implemented on a computer, makes use
of the Gelfand–Cetlin tableaus for irreps(M)p and weight(m) ofU(p) (see [4, 5] for details).

We thus have constructed a linearly independent subspace ofP(Cp×q). In order that
elements of this subspace belong to

(
W(m);π(m)) it must also satisfy the condition (2.27).

This gives a set of basis elements of
(
W(m);π(m)) as well as the multiplicityµ(M). And

this also gives us a basis forJ (m)⊗(M)
√

. The problem of constructing orthogonal basis for

J (m)⊗(M)
√

is considered in section 3.
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3. Orthogonal bases in J (m)⊗(M)
√

In the previous section, we have shown that the space of invariantsJ (m)⊗(M)
√

corresponds to
the subspace

(
W(M)p ;π(m)) of the irreducibleU(p)-moduleW(M)p . We also showed how to

construct a (nonorthogonal) basis of
(
W(M)p;π(m)), and hence ofJ (m)⊗(M)

√
, by exploiting

properties of the Gelfand–Cetlin tableaux associated with the weight(m). The goal of this

section is to generate orthogonal bases for
(
W(M)p ;π(m)), or equivalently forJ (m)⊗(M)

√

by introducing generalized Casimir operators whose eigenvalues can be used as labels of
orthogonal basis vectors.

First, let us make the following observation. According to our theory of dual
representations (see [6, 7]), the spectral decompositions of the pairs(U(p),U(q)) on
F(Cp×q) and(U(p),U(N)) onF(Cp×N) are identical ifp�N; for p<N there is a one-
to-one correspondence between the isotypic components with signature(M1, . . . ,Mp) in
F(Cp×p) and those with signature(M1, . . . ,Mp,0, . . . ,0)︸ ︷︷ ︸

N

in F(Cp×N). This observation

applied to the pairs(U(p),U(q)) acting onF(Cp×q), (U(p),U(N)) acting onF(Cp×N)
(recall thatq � min(p,N)) implies that there is a correspondence between the dual modules
W(M)p ⊗ V (M)p , W(M)p ⊗ V (M)q andW(M)p ⊗ V (M)N , which are the isotypic components
with signature(M) in the corresponding Bargmann–Segal–Fock spaces. In particular, the
highest weight vectors of the irreducible dual modules are identical if expressed in terms of
the same dummy variable. It follows that the effect of the operators7̃ν on ϕmax, where7̃ν
are expressed in terms of the infinitesimal operators

L
q
αβ =

q∑
i=1

Zαi
∂

∂Zβi
or LNαβ =

N∑
i=1

Zαi
∂

∂Zβi

is identical (in fact, the global actionL(h), h ∈ U(p)y, is always the same) onF(Cp×q),
F(Cp×p) or F(Cp×N). But the operators̃7ν , if expressed in terms of theLNαβ , are exactly

the linearly independent intertwining operators that map theU(N) irreducible moduleV(M)

into the tensor productH(m)(Cn×N). This is exactly the problem we considered in [2].
The procedure by which generalized Casimir operators are used to break the multiplicity

is quite general. Let(G′,G) and(H ′,H) be two pairs of dual (representation) modules acting
onF(Cn×N) in such a way thatG is a closed subgroup ofH andH ′ is a closed subgroup ofG′.
Let Wn×N denote the Weyl algebra of all differential operators with polynomial coefficients
on C

n×N . Let UG, UG′ , UH andUH ′ denote the universal algebras (of the representations)
of G, G′, H andH ′, respectively. Then all these algebras are subalgebras ofWn×N . If
Z(UG;Wn×N), Z(UG′ ;Wn×N), Z(UH ;Wn×N) andZ(UH ′ ;Wn×N) denote the centralizers
of UG, UG′ , UH andUH ′ in Wn×N then for many dual representationsZ(UG;Wn×N) = UG′ ,
Z(UG′ ;Wn×N) = UG, Z(UH ;Wn×N) = UH ′ andZ(UH ′ ;Wn×N) = UH .

Definition 3.1. Let ρH be a unitary representation of a Lie group H on a Hilbert space
H, let G be a closed subgroup of H. Let UH (resp. UG) denote the universal enveloping
algebra generated by the infinitesimal action of ρH (resp. ρG = ρH |G). An element C ∈ UH
that commutes with UG is called a generalized Casimir operator for the pair (ρH , ρG) (or
simply (H,G)).

Such operators are useful not only for compact groups but also for more general classes
of groups, including semidirect product groups such as the Poincaré or Galilei groups, where
it is known how to construct sets of generalized commuting operators whose eigenvalues label
the invariant subspaces.
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Theorem 3.2. Under the assumption that (H ′,H) and (G′,G) are two dual (representations)
modules acting onF(Cn×N) such that G is a closed subgroup of H andH ′ is a closed subgroup
of G′, if CH (G) (resp. CG′(H ′)) denotes the set of generalized Casimir operators for (H,G)
(resp. (G′,H ′)) then CH(G) = CG′(H ′).
Proof. Let C ∈ CH(G) then sinceC commutes withUG it belongs toZ(UG;Wn×N) = UG′ .
On the other hand,C ∈ UH = Z(UH ′ ;Wn×N) must commute withUH ′ . ThusC ∈ CG′(H ′),
and henceCH(G) ⊂ CG′(H ′). Similarly, we have the inclusionCG′(H ′) ⊂ CH (G), and thus
CH(G) = CG′(H ′). �

Now if λi denotes an equivalence class of the irreducible representation of the groupG on
the spaceV λi , 1 � i � n, thenV λ1 ⊗ · · · ⊗ V λn is an irreducibleG× · · · ×G︸ ︷︷ ︸

n

= H -module.

On the restriction to the diagonal subgroup which is identified withG the Kronecker tensor
productG-moduleV λ1 ⊗ · · · ⊗ V λn becomes reducible and in general multiplicity occurs.
Generalized Casimir operators may then be used to break this multiplicity.

In the context of our problem letU(N)× · · · × U(N)︸ ︷︷ ︸
n

, or equivalently,GLN(C)× · · · ×

GLN(C) = H act onH(m). Let G = GLN(C) andUH (resp.UG) denote the universal
envelopingalgebra of the infinitesimal action, thenUH = U(G×· · ·×G) ∼= U(G)⊗· · ·⊗ U(G),
whereG is the Lie algebra generated by the infinitesimal action ofG on H(m). The set of
generalized Casimir operatorsCH (G) is generated by the differential operators of the form

Tr

[[
R(p1)

]d1 · · ·
[
R(pr )

]dr]
(3.1)

where the matricesR(pi),1 � i � r, have(j, k) entry:

Rjk =
p∑
α=1

Zαj
∂

∂Zαk
1 � j, k � N. (3.2)

The di are integers�0 (see [2, property 3.3]), and ‘Tr’ denotes thenoncommutative trace
operator. Moreover, as shown in [2, property 3.5], these generalized Casimir operators are
Hermitian.

To see how these generalized Casimir operators act onJ (m)⊗(M)
√

, and also for
computational purposes, it is more convenient to use the dual representation and theorem 3.2
to computeCH(G) = C′

G(H
′) in terms of the dual actions ofH andG onF(Cp×N). The dual

action ofH onF(Cp×N) is defined by

L






g′

1 ©
g′

2

. . .

© g′
r





 f (x) = f






g′T

1

g′T
2

. . .

g′T
r


X


 (3.3)

for all g′
i ∈ GLpi (C),1 � i � r, and for allf ∈ F(Cp×N). The dual action ofG on

F(Cp×N), p = p1 + · · · + pr , is given by

[L(g′)f ](X) = f ((g′)T X) g′ ∈ GLp(C) (3.4)

and thusH ′ = GLp1(C)× · · · ×GLpr (C). The Lie algebra of the infinitesimal action ofG′
is generated by the vector fields

Lαβ =
N∑
i=1

Zαi
∂

∂Zβi
1 � α, β � p
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and the universal enveloping algebraUG′ is particularly simple. If we write the matrix
[L] = (Lαβ),1 � α, β � p, in block form as

[L] =




[L]11 . . . [L]1r
...

[L]r1 . . . [L]rr


 (3.5)

then, as was shown in [2, theorem 3.1],CG′(H ′) is generated by the generalized Casimir
operators of the form

Tr([L]u1u2[L]u2u3 . . . [L]uku1) 1 � uj � r 1 � j � k. (3.6)

The Hermitian operators formed from these generalized Casimir operators were used in [2]
to break the multiplicity in the tensor product decomposition ofH(m). But as remarked
earlier in this section, in the construction of a nonorthogonal basis

(
W(M)p ;π(n)), this basis

is obtained by applying the maps̃7ν to ϕ(M)max and then requiring that they satisfy condition
(2.27). Further, as remarked earlier7̃ν can be expressed equivalently in terms ofLqαβ orLNαβ .
And the condition (2.27) can be expressed as

Lαpβpϕ = 0 ∀αp < βp p = p1, . . . , pr (3.7)

where

Lαpβp =
N∑
i=1

Zαpi
∂

∂Zβpi

instead of
∑q
i=1Zαpi ∂/∂Zβpi . But these are part of the infinitesimal operators of the action

of H ′. It follows that if 7µ are obtained from7̃ν by applying condition (2.27), then for
C ∈ CG′(H ′) = CH (G), C commutes with7µ. Indeed,7̃ν mapsV (M) into P(m), andC
commuting withH ′ implies thatC commutes with7µ. We summarize the above results in
the following:

Proposition 3.3. The generalized Casimir operators given by equation (3.6) leaves the

subspace (W(M)p;π(m)), or equivalently, J (m)⊗(M)
√

, invariant.

Assume now that a set of generalized commuting Hermitian operators{Ct } has been
chosen such that

Ct7µϕ
(M)
max = 7µCtϕMmax (3.8)

that is, eachCt leaves the space
(
W(M);π(m)) invariant. Since{Ct } is a commuting set of

Hermitian operators on
(
W(M);π(m)) they can be simultaneously diagonalized; calling the

eigenvaluesη, then the set{η} may be used to label an orthogonal basis of
(
W(M);π(m)), and

hence ofJ (m)⊗(M)
√

. Examples will be given in section 4.

4. U(3) examples

To illustrate the methods developed in previous sections, we give below two examples. They
are kept relatively simple but nevertheless typical of the general process of obtaining the

space of invariants
(
W(M);π(m)) (or equivalentlyJ (m)⊗(M)

√
), the Gelfand–Cetlin basis for

a given weight(m) of an irreducible unitary representation ofU(N) with signature(M), the
multiplicty µ(M) of (M) in the tensor product (m), the generalized Casimir operators, the
Clebsch–Gordan and the invariant coefficients involved. For details of this process which
includes many computer programs see [4, 5].
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Example 1. Symmetric. For our first example we consider the special case whereH(m) is an
r-fold tensor product ofsymmetric representations (see corollary 2.4).

Let N = 3 and let(m1) = (2,0,0), (m2) = (2,0,0) and (m3) = (3,0,0) denote
the signatures of three symmetric irreducible unitary representations ofU(3). Then(m) =
(2,2,3) andr = p = 3. Choose(M) = (4,2,1) thenq = 3 and(M)

√
= (−1,−2,−4).

The Gelfand–Cetlin tableaux associated with the signature (M) and weight (m) are
4 2 1
k1 k2

?


 where



? = 2
k1 + k2 − ? = 2
7 − (k1 + k2) = 3

and 4� k1 � 2 � k2 � 1, k1 � ? � k2. Obviously, the only two solutions are
4 2 1

2 2
2


 and


4 2 1

3 1
2


 . (4.1)

Thus the multiplicityµ(M) is 2, and thereforeJ (m)⊗ (M)
√ (

or equivalently
(
W(M);π(m)))

has dimension 2. The two left intertwining operators are7̃1 = L21L32L31 and7̃2 = L2
31.

The result of applying these operators to the highest weight vector

ϕ(M)max(X) =
(
81

1(X)
)2
812

12(X)8
123
123(X)

is

f̃ 1 = 2
(
83

1(X)
)2
812

12(X)8
123
123(X)− 481

1(X)8
3
1(X)8

23
12(X)8

123
123(X)

f̃ 2 = 282
1(X)8

3
1(x)8

13
12(X)8

123
123(X) + 281

1(X)8
3
1(X)8

23
12(X)8

123
123(X).

The signatures in the coupling chain corresponding to the subgroups that produce the final
signature (4, 2, 1) are from equation (4.1)

(2,2)→ (4,2,1)

(3,1)→ (4,2,1).

To identify these signatures ofU(2) in the intermediate coupling it suffices to use the quadratic
Casimir operator

C12 = Tr

([
L11 L12
L21 L22

])2

.

C12 leaves the subspace spanned byf̃ 1 andf̃ 2 invariant. SinceC12 is Hermitian its action
on this two-dimensional subspace results in two orthogonal eigenvectors which correspond to
the eigenvalues 8 and 12, respectively,

f1 = f̃ 1 + f̃ 2 and f1 = f̃ 2. (4.2)

By normalizingf1 andf2 we obtain the two Gelfand–Cetlin basis elements which correspond

to the tableaus

(
4 2 1

2 2
2

)
and

(
4 2 1

3 1
2

)
. By substitutingZWT for X in equation (4.2) we

also obtain an orthogonal basis forJ (m)⊗(M)
√

.

Note that, in general, unless one is interested in findingJ (m)⊗(M)
√

explicitly, in the
process of finding Gelfand–Cetlin bases, the dummy variableX plays no role, and thus it can
be dropped altogether in all computer programs.
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Example 2. U(3), nonsymmetric. Consider the 3-fold tensor product(2,1,0) ⊗ (2,1,0)
⊗ (2,1,0). Then (m) = (2,1,2,1,2,1) and p = 6. We want to find the equivalent
copies of the irreducible representation with signature(5,3,1). Then (M) = (5,3,1),
(M)

√
= (−1,−3,−5) andq = N = 3. What is particularly interesting about this example

is that multiplicity already appears in any of the intermediate couplings(2,1,0)⊗ (2,1,0).
This phenomenon of multiplicity occurring in intermediate couplings never appears in the
symmetric case. The task is to find a set of commuting generalized Casimir operators that will
break the multiplicities. Unlike the symmetric case, there are no prescriptions in general for
finding a set of commuting generalized Casimir operators that will break multiplicities for all
cases.

In this example, there are 36 intertwining operators that map the highest weight vector in
V (5,3,1) intoP(2,1,2,1,2,1). Since there are six solutions to the Borel condition, the multiplicity
is 6. Denote these six polynomials asf1, . . . , f6.

If

C1 = Tr([L]12[L]22[L]21)

C2 = Tr([L]13[L]33[L]31) + Tr([L]23[L]33[L]32)

where the 6× 6 matrix [L] is partitioned into 2× 2 blocks, thenC1 andC2 are commuting
generalized Casimir operators. The matrices representing their actions in the subspace
W0 ≡ (

W(M);π(m)) spanned byf1, . . . , f6 are, respectively,

A1 =




29 7 7
3 −13

3 −3 0
−25 43 19

3 −16
3 −3 0

−141
2

123
2

117
2 −51

2 −63
2 0

−144 63 39 3 −24 0
−99

2
99
2

33
2 −33

2
27
2 0

237 69 −57 39 9 42




A2 =




50 −23 5
3 3 3 −4

3
43
2 64 −16

3 3 3 2
3

9
2 −72 52 12 36 −2
126 9 −35 78 27 4
18 −45 −9 9 84 0

−225 −126 50 −24 −6 50




DiagonalizingA1 in the subspace results in four one-dimensional and one two-dimensional
eigenspaces.C2 breaks the degeneracy and the eigenvalues of the simultaneous eigenvectors
of C1 andC2 are

(C1, C2) =
[(

2
3(13±

√
5),75

)
, (30,66), (36,57),

(
42, 1

2(105±
√

105)
)]
.

Since the signatures(2,1,0) in the 3-fold tensor product are identical, we can use the
embedded left action of the symmetric group,S2, to break the multiplicity in the intermediate
couplings. The signatures in the((1,2),3) coupling that contribute to the final signature
(5,3,1) are (3,2,1), (3,3,0) and(4,2,0). Using the usual quadratic and cubic Casimir
operators ofGL(4,C), we find the polynomials that transform according to these signatures:

(3,2,1,0)

h1 = − 2
75 f1 − 13

50 f2 − 1
25 f3 − 21

50 f4 + f6

h2 = 52
225f1 + 19

225f2 + 43
25 f3 + 16

50 f4 + f5
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(3,3,0,0)

h3 = 8
9 f1 + 5

9 f2 + 5f3 + 2f4 + 2f5 − 5f6

(4,1,1,0)

h4 = 1
9 f1 − 1

18 f2 + 1
2 f3 + f6

(4,2,0,0)

h5 = f6
h6 = −1

3 f1 + 1
6 f2 − 1

2 f3 + f4.

Note that we have two two-dimensional degenerate subspaces. The signature (3, 2, 1) occurs
with multiplicity 2 in (2,1,0)⊗ (2,1,0) and the left action ofS2 which permutes the 2× 3

blocksZ1 andZ2 in f


Z1

Z2

Z3


 can be used to break the multiplicity. In particular, the +1 and

−1 eigenvectors are

h|(1,2,3),+〉 = − 4
3 h1 + h2

h|(1,2,3),−〉 = − 8h1 + h2

The signature (4, 2, 0) occurs with multiplicity 1 in(2,1,0)⊗(2,1,0). The reason that we have
two vectors that transform as (4, 2, 0) is that in the final coupling(4,2,0)⊗ (2,1,0), (5,3,1)
occurs twice. The generalized Casimir operator,C2, from above commutes with the quadratic
and cubic Casimir operators and breaks the degeneracy with eigenvalues1

2(105± √
105).

As an example of computing Racah coefficients, apply the above procedures to the
(1, (2, 3)) coupling. The unnormalized polynomials associated with the basis vectors
|(1, (2,3)),±〉 that transform as (3, 2, 1) are

h|(1,(2,3)),+〉 = −1
9 f1 − 7

36 f2 − 7
6 f3 − 5

6 f4 − 5
12 f5 + f6

h|(1,(2,3)),−〉 = −1
6 f1 − 7

24 f2 − 7
4 f3 − 7

8 f4 − 7
8 f5 + f6.

Then the Racah coefficients are

h|(1,(2,3)),+〉 h|(1,(2,3)),−〉

h|((1,2),3),+〉 1
5 0

h|((1,2),3),−〉 0 1
3 .

It is also possible to bring in the fullS3 group action to break the multiplicity.S3 acts by

permuting the three 2× 3 blocks

[
Z1

Z2

Z3

]
. If σ is the matrix form of an element inS3 embedded

in GL(6,C), then the action is defined as

(σ · f )
([
Z1
Z2
Z3

])
= f

(
σ−1

[
Z1
Z2
Z3

])
.

Computing the characters for the permutations (1, 2) (3) and (1, 3, 2) which represent the
two conjugacy classes shows that the subspaceW0 contains the symmetric and antisymmetric
representations ofS3 and two copies of a two-dimensional irreducible representation ofS3. To
distinguish between these two copies, we use the following self-adjoint generalized Casimir



Invariant theory and generalized Casimir operators 8251

operator which commutes withS3 (see [8] for these generalized Casimir operators):

T =
∑
σεS3

Tr
(
[L]σ(1)σ (2)[L]σ(2)σ (3)[L]σ(3)σ (2)

)
.

The symmetric and antisymmetric representations are given by

hS = −4f1 − f2 − 18f3 − 6f4 − 9f5 + 12f6

hA = −20f1 − 17f2 − 114f3 − 60f4 − 51f5 + 168f6.

The eigenvectors ofT that label the two two-dimensional irreducible representations ofS3 are
λ1 = 2(263− √

457) andλ2 = 2(263 +
√

457).
Let

h1,+ = 2
3 f1 + 7

3 f3 + f5 − 14
3 f6

h1,− = −7
3 f1 − 1

3 f2 − 29
2 f3 + 2f4 − 11

2 f5 + f6

h2,+ = −1
3 f1 + 1

6 f2 + f 1
2 f3 + f4 + 2f6

h2,− = −1
6 f1 − 1

12 f2 − f 5
4 f3 − f4 + 1

2 f5 + f6

f1,+ = 3
544 (109−

√
456)h1,+ + h2,+

f1,− = 1
544 (109−

√
456)h1,+ + h2,−

f2,+ = 3
544 (109 +

√
456)h1,+ + h2,+

f2,− = 1
544 (109 +

√
456)h1,− + h2,−.

Then

Tfi,± = λifi,±
σ(1,2)(3) · fi,± = ±fi,±
σ(1,2,3) · fi,+ = −1

2 fi,+ + fi,−
σ(1,2,3) · fi,− = 3

4 fi,+ − 1
2 fi,−.

Hence,{f1,±} and{f2,±} span the two two-dimensional irreducible representations ofS3 and
each basis vector is uniquely labelled by the eigenvalues ofS2 andT.

In table 1 we list the invariant coefficients of two different schemes of multiplicity
breaking; namely, the scheme using the generalized Casimir operators(C1, C2) versus the
scheme using the chain of groupsS2 ⊂ S3 together with the generalized Casimir operatorT.

Table 1.

S2, S3, T

(C1, C2) {hs} {hA} {f1+} {f1−} {f2+} {f2−}{
2
3 (13− √

5),75
}

−0.657 7840 0.074 6542 0.004 845 37−0.429 3960 −0.410 875 0.613 842 40{
2
3 (13 +

√
5),75

}
0.311 8570 0.245 7010−0.345 481 00 0.024 4645 0.830 279 0.167 742 00

{30,66} 0.036 0342 0.353 8480−0.430 615 00 −0.239 2890 0.793 845 0.146 345 00
{36,57} −0.252 9720 −0.310 1540 0.390 077 00 0.154 6000−0.805 737 0.218 478 00{
42, 1

2(105− √
105)

}
−0.300 5870 −0.276 6197 0.366 665 00 0.067 1861−0.801 773 0.101 521 00{

42, 1
2(105 +

√
105)

}
−0.189 0600 −0.316 9780 0.405 498 00 0.151 2410−0.818 345 −0.008 916 07
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5. Conclusion

The results that have been obtained in this paper for resolving theU (N) multiplicity problem
with eigenvalues of generalized Casimir operators are actually part of a much more general
set-up. Let(π, V ) be an irreducible module for a groupH and consider the restriction to
a subgroupG of H. Thenπ |G is in general reducible and may involve multiplicity. From
the universal enveloping algebra ofH, U(H), form the generalized Casimir operators, those
operators that commute withG. A commuting set of these operators can be chosen to be
Hermitian and their eigenvalues are used to label the multiplicity. Moreover, the intertwining
operators that map an irreducibleG-module intoV also intertwine the generalized Casimir
operators.

Invariant theory comes into play when the representation contragredient to theG-module
is tensored with theH module. The invariant subspace of this augmented space—that is, the
subspace of elements invariant under theG action—has dimension equal to the multiplicity.

If G andH have dualsG′ andH ′, respectively, then the generalized Casimir operators
can be written in terms of the dual actions; that is, the set of generalized Casimir operators is
equivalently defined as the elements of the universal enveloping algebra ofG′ that commute
with H ′. Stated in this way the generalized Casimir operators act naturally on the invariant
subspace, and in fact leave it invariant. Therefore, the eigenvectors of a complete commuting
set will form an orthonormal basis in the invariant subspace. Different choices of complete
commuting sets will result in different sets of orthonormal bases and their overlap we have
called invariant coefficients.

The main goal of this paper has been to apply this set-up to theU (N) groups and show
how it is linked to the decomposition ofn-fold tensor products. ThenH is the outer product
groupU(N)×· · ·×U(N) andG is the restriction to the diagonal subgroupU (N). Irreducible
representations ofG are realized as polynomials on Fock space as is then-fold tensor product
space. Then-fold tensor product ofU (N) irrreps is irreducible underH, but becomes reducible
under the restriction toG. The eigenvalues of generalized Casimir operators, operators from
the universal enveloping algebra ofH that commute withG, then break the multiplicity.

To gain greater insight into the multiplicity structure and to make the multiplicity-breaking
procedure more computationally effective, then-fold tensor product space is augmented by the
representation contragredient to theU(N) representation of interest. Though the contragredient
is defined via linear functionals, we show (in the appendix) that forU(N) there is an equivalent
definition given in terms of the so-called ‘check’ representation, defined in equation (2.15),
which is again a polynomial representation in the Fock space. Thus, then-fold tensor product
space tensored with the contragredient representation is a subspace of a polynomial space

denoted byH(m)⊗(M)
√

(see equation (2.14)); the invariant subspaceJ (m),(M)
√

is then the

subspace ofH(m) ⊗ V (M)
√

of vectors that are invariant under theU(N) action.
BothG andH have duals on the Fock space. If (m) is the set of integers specifying irreps in

then-fold tensor product (with all the zeros deleted), thenG′ is the groupU (p) (orGLp(C)),
wherep is the number of entries in (m ) andH ′ isU(p1)× · · · × U(pr),

∑r
k=1pk = p. The

generalized Casimir operators, originally defined with respect toH andG, are shown to be
equivalently defined as elements in the universal enveloping algebra ofG′ that commute with
H ′ (see theorem 3.1). Proposition 3.3 then shows that the so-defined generalized Casimir

operators leave the spaceJ (m),(M)
√

invariant.
By choosing a complete commuting set of Hermitian generalized Casimir operators, an

orthonormal basis of eigenvectors inJ (m),(M)
√

can be constructed, and different choices of
complete commuting sets will give different orthonormal bases, the overlaps of which are



Invariant theory and generalized Casimir operators 8253

the invariant coefficients. If the generalized Casimir operators are chosen as those Casimir
operators arising from a choice of coupling then-fold tensor products in a definite sequence,
this set is then complete and commuting. If another coupling sequence is chosen, another set

of orthonormal bases will result. The overlaps of such bases inJ (m),(M)
√

, resulting from
different coupling sets, are usually called Racah coefficients; from the perspective of this paper
Racah coefficients are special cases of invariant coefficients, in which the generalized Casimir
operators are chosen from different coupling schemes in the tensor product.

To illustrate how these results can be practically implemented, we have written
Mathematica programs, whose content is given in [5]. Using these programs, in section 4
we have shown how to decompose the eight-dimensional representation (2, 1, 0) ofU (3),
tensored with itself three times. The (5, 3, 1) representation has a multiplicity of 6, and we
exhibit the six eigenvectors that arise from different sets of commuting generalized Casimir
operators. Since the eight-dimensional representation ofU(3) is tensored with itself three
times, there is also a permutation symmetry that can be used to label the multiplicity and
generate the six eigenvectors. The overlap between these different sets of eigenvectors is
given in table 1, and includes Racah coefficients for different stepwise couplings.

As argued in the beginning of this conclusion the setup we have applied to theU(N)
groups can be applied to many different groups and subgroups. For example, the restriction
of U(N) irreps toSO(N) irreps is well known to have multiplicity, which has been dealt with
whenN = 3 by introducing generalized Casimir operators. The main difficulty in actually
implementing the program outlined here is in finding complete commuting sets of generalized
Casimir operators. We know of no general procedure by which such commuting sets can be
exhibited.
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Appendix

Let R(M)ij ,1 � i, j � N , denote the infinitesimal operators ofR(M) corresponding to the

standard basis{eij } of C
N×n, i.e.,

R
(M)
ij = d

dt
R(M)(I + teij )|t=0 i �= j

and

R
(M)
ii = d

dt
R(M)(I + (t − 1)eii)|t=0.

Then an easy computation shows that

R
(M)
ij =

n∑
γ=1

Zγ i
∂

∂Zγj
.

In the appendix of [2] it was shown that

R
(M)†
ij = R(M)ji

whereR(M)†ij denotes the adjoint of the operatorR(M)ij . This also means that

R
(M)
ij = d

dt
R(M)(exp(teij )) |t=0.
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Let {hξ } be an ONB ofV (M), then fori �= j

j

exp(teij ) = I + teij = i




1
. . .

t−−− 1 −−−
. . .

1


 .

Now R(M)(exp(teij )) = exp
(
tR
(M)
ij

)(
actually sinceRij is a nilpotent operator onV (M),

exp
(
tR
(M)
ij

)
is a polynomial inR(M)ij

)
. It follows that

〈
R(M)(exp(teij ))hξ | hη

〉
=
〈
hξ |R(M)†(exp(teij ))hη

〉
=
〈
hξ | exp

(
tR
(M)
ij

)†
hη

〉
=
〈
hξ | exp

(
tR
(M)
ji

)
hη

〉
=
〈
hξ |R(M)(exp(teji ))hη

〉
.

Similarly, it can be shown that

〈
R(M)(exp(teii ))hξ | hη

〉
=
〈
hξ |R(M)(exp(teii ))hη

〉
where

exp(teii ) = i −




1 i
. . . |

|
− − − et

|
|
. . .

1


 .

It follows from a well-known theorem (see, e.g., [9, corollary to theorem 2, section 14])

〈
R(M)(g)hξ | hη

〉
=
〈
hξ |R(M)(gT )hη

〉
(A.2)

for all ξ andη. And in general

〈
R(M)(g)f | f ′

〉
=
〈
f,R(M)(gT )f ′

〉
∀f, f ′ ∈ V (M).

A concrete realization of the contragredient representation to
(
R(M), V (M)

)
as a submodule

of F(Cn×N) can be given as follows:
Let {fν} denote the normalized Gelfand–Cetlin basis forV (M) (see [10] and [11,

chapter X]). Iff ∈ V (M) thenf = ∑
ν cνfν , andf ∗ = ∑

ν c̄νf
∗
ν . Thusf ∗ ∈ V (M), and

it follows immediately that the mapf → f ∗, f ∈ V (M), is aninvolutory conjugate-linear
(anti) automorphism of V (M), and the Hilbert spaceV (M) is identified with its dual under
this map. Define the representationR(M)

∗
of GLN(C) onV (M) as follows: forf ∈ V (M),

g ∈ GLN(C), g
√

= (g−1)T , set
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R(M)
∗
(g)f ∗: =

(
R(M)(g

√
)f
)∗ =

[(
R(M)(g

√
)
)(∑

ν

Cνfν

)]∗

=
[∑
ν

CνR
(M)(g

√
)fν

]∗
=
[∑
ν

Cν
∑
µ

〈
R(M)(g

√
)fν | fµ

〉
fµ

]∗

and (by equation (A.2))

=
[∑
µ,ν

Cν

〈
R(M)(g−1)fµ | fν

〉
fµ

]∗
=
∑
µ,ν

C̄ν

〈
R(M)(g−1)fµ | fν

〉
f ∗
µ. (A.3)

SettingDνµ(g) = 〈
R(M)(g)fµ | fν

〉
we get

R(M)
∗
(g)f ∗ =

∑
µ,ν

C̄νDµ,ν(g
−1)f ∗

µ.

ThusR(M)
∗
(g)f ∗ belongs toV (M) if f ∈ V (M).

If c ∈ C then

R(M)
∗
(g)(cf ∗) = R(M)∗(g)(c̄f )∗ =

[
R(M)(g

√
)(c̄f )

]∗ =
[
c̄
(
R(M)(g

√
)f
)]∗

= c
[
R(M)(g

√
)f
]∗ = cR(M)∗(g)f ∗.

If f1, f2 ∈ V (M) then

R(M)
∗
(g)(f ∗

1 + f ∗
2 ) = R(M)∗(g)(f1 + f2)

∗ = [
R(M)(g

√
)(f1 + f2)

]∗
=
[
R(M)(g

√
)f1 +R(M)(g

√
)f2

]∗ = (
R(M)(g

√
)f1
)∗ +

(
R(M)(g

√
)f2
)∗

= R(M)∗(g)f ∗
1 +R(M)

∗
(g)f ∗

2 .

Therefore,R(M)
∗
(g) is a linear operator onV (M). Forg1, g2 ∈ GLN(C)

R(M)
∗
(g1)

(
R(M)

∗
(g2)f

∗
)

= R(M)∗(g1)
(
R(M)

(
g

√
2

)
f
)∗ =

[
R(M)

(
g

√
1

) (
R(M)

(
g

√
2

)
f
)]∗

=
[
R(M)

(
g

√
1 g

√
2

)
f
]∗ =

[
R(M)((g1g2)

√
)f
]∗ = R(M)∗(g1g2)f

∗.

Therefore,R(M)
∗

is a representation ofGLN(C) onV (M).
Let {hξ } be an ONB ofV (M) then since〈hη | hξ 〉 = δξη it follows that {h∗

ξ } is also an

ONB ofV (M). For everyξ , hξ = ∑
ν C
ξ
ν fν for someCξν ∈ C, thush∗

ξ = ∑
ν C̄
ξ
νf

∗
ν . Hence,

R(M)
∗
(g)h∗

ξ =
[
R(M)(g

√
)hξ

]∗
(by equation (A.3))

=
∑
µ,ν

C̄
ξ
νD
(M)
ν,µ (g

−1)f ∗
µ.

If hη = ∑
λ C
η
λfλ thenh∗

η = ∑
λ C̄

η
λf

∗
λ , and

〈
R(M)

∗
(g)h∗

ξ | h∗
η

〉
=
〈∑
µ,ν

C̄
ξ
ν D

(M)
ν,µ (g

−1)f ∗
µ

∣∣∣∣∣∑
λ

C̄
η
λf

∗
λ

〉

=
∑
µ,ν,λ

C̄
η
λC
ξ
ν D

(M)
ν,µ (g−1) δµλ =

∑
µ,ν

C̄
η
µC
ξ
ν D

(M)
ν,µ (g−1)
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whereas,〈
R(M)(g−1)hη | hξ

〉
=
〈
R(M)(g−1)

(∑
µ

Cηµfµ

)∣∣∣∣∣∑
λ

C
ξ
λfλ

〉

=
〈∑
µ

Cηµ

(∑
ν

D(M)νµ (g
−1)fν

)∣∣∣∣∣∑
λ

C
ξ
λfλ

〉
=
∑
µ,ν,λ

C̄
η
µC
ξ
λ D

(M)
νµ (g−1)δνλ

=
∑
µ,ν

C̄
η
µC
ξ
ν D

(M)
νµ (g−1)δνλ =

∑
µ,ν

C̄
η
µC
ξ
ν D

(M)
νµ (g−1).

Thus 〈
R(M)

∗
(g)h∗

ξ | h∗
η

〉
=
〈
R(M)(g−1)hη | hξ

〉
.

This means that ifB (resp. B∗) denotes the basis{hξ } (resp.{h∗
ξ }), then[

R(M)
∗
(g)
]
B∗ =

[
R(M)(g−1)

]T
B

=
[(
R(M)(g)

)−1
]T
B
.

This shows that the representationR(M)
∗

onV (M) is indeed isomorphic to the contragredient
representation ofR(M) onV (M).

If (M) = (M1, . . . ,Mn,0, . . . ,0), let f (M)max denote the highest weight vector of the
normalized Gelfand–Cetlin basis ofV (M), then

f (M)max(Z) = Cmax8
M1−M2
1 (Z) . . .8MNn (Z)

whereCmax is a positive scalar. Then clearlyf
∗(M)
max = f (M)max. For

d =



d11 0

. . .

0 dNN




then equation (A.2) implies that

R(M)
∗
(d)f ∗(M)

max =
∑
µ

〈
R(M)(d−1)fµ

∣∣∣ f (M)max

〉
f ∗
µ =

∑
µ

〈
fµ
∣∣ R(M)((d−1)T )f (M)max

〉
f ∗
µ

=
∑
µ

〈
fµ
∣∣ d−M1

11 . . . d−Mn
nn f (M)max

〉
f ∗
µ = d−M1

11 . . . d−Mn
nn f ∗(M)

max .

Forb′ belonging to the unipotent upper triangular subgroup ofGLN(C) then

R(M)
∗
(b′)f ∗(M)

max =
∑
µ

〈
fµ
∣∣ R(M)((b′)√)f (M)max

〉
f ∗
µ = f ∗(M)

max

since (b′)
√

belongs to the unipotent lower triangular subgroup ofGLN(C). It follows
that f ∗(M)

max ≡ f
(M)
max is the lowest weight vector of(R(M)

∗
, V (M)) with lowest weight

(−M1, . . . ,−Mn,0, . . . ,0) (recall that the signature of the representation(M)
√

is
(0, . . . ,0,−Mn, . . . ,−M1)). But according to [12], a concrete realization of an irreducible
GLN(C)-module with signature(0, . . . ,0,−Mn, . . . ,−M1)︸ ︷︷ ︸

N

can be defined onV(M) by setting

[
R(M)

√
(g)f

]
(Z) = f (Zg

√
) ∀f ∈ V (µ) g ∈ GLN(C).

If 7 : V (M) is defined by7(f ) = f ∗, then equation (A.3) shows that

R(M)
∗
(g)7(f ) = 7

(
R(M)

√
f
)

∀f ∈ V (M).



Invariant theory and generalized Casimir operators 8257

Thus7 is an anti-automorphism intertwiningR(M)
√

andR(M)
∗
. It follows that under this

identification theGLN(C)-module contragredient to
(
R(M), V (M)

)
is indeed

(
R(M)

√
, V (M)

)
.

It follows thatH(m) ⊗ V (M)
√

can be defined as

H(m) ⊗ V (M)
√

=
{
f ∈ P(Cn×N) : f

(
βZ

bW

)
= π(m)(β)π(M)(b)f

(
Z

W

)}
whereβ is defined by equation (2.12) andb ∈ Bq .
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